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Abstract

This paper critically examines users' perceptions of privacy and security in web applications,

emphasizing interface design. Drawing on both quantitative and qualitative data grounded in

CPM and PMT theories, our research addresses Internet users' concerns regarding online

privacy and security. Employing triangulation analysis on survey responses and web-based

observations, our findings reveal a strong association between users' trust in web applications

and their visual elements. By providing visual examples of current design practices in our

survey, we discover some important aspects of effective interface designs. Utilizing IUIPC

theory, we identify how web application interfaces influence users' privacy management,

impacting their trust and usage decisions. Notably, some users are subtly prompted to grant

permissions or share personal information through deliberate exclusion of options in the

design of certain web applications. The approach of this study encourages a critical

perspective on privacy and integrity issues in online settings.

Keywords: Privacy, Security, Integrity, Interface Design, Web Applications, Communication

Privacy Management, Protection Motivation Theory
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Definitions
User

An individual that uses and interacts with a web application from a device, for example, a

computer or a smartphone.

Interface

A device or program enabling a user to communicate with a computer. In the case of this

study, we refer to interfaces as the front end of web applications. More specifically, the visual

graphics which enable its users to interact with or through the application.

Security

Measures to protect and safeguard data from unauthorized access.

Privacy

The fundamental right of individuals to control information about themselves.

Big Data

Large and complex datasets which can be analyzed through computerization and identify

patterns and trends about people, for example.

Informational privacy

Privacy regarding one's personal information, such as sensitive information regarding health,

identity, or finance.

Integrity

In this paper, we refer to integrity as the protection of one's data from unauthorized access.

Cookies

Data about users or their devices collected and stored in web browsers.

SSL

Secure Sockets Layer (SSL) is standard for establishing an encrypted link between a server

and a user. Most commonly encountered when talking about SSL-certificates for websites.
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1. Introduction

Information privacy and security is a growing concern among a large part of the public.

Concerns lay in regards to what data is stored about them and how their data is being used.

Previous research shows that privacy concerns are frequent among Internet users (Malhotra et

al. 2004; Degirmenci, K. 2020; Milham, M. H. and Atkin, D. 2018), but the severity of the

concerns varies greatly between different kinds of users. These concerns are mostly grounded

in the perturbation of their information and data being exposed to non-authorized or outside

sources, or for fraudulent activities (Internetstiftelsen, 2021). Previous studies identified

differential privacy concerns regarding the type of platform used (Degirmenci, K. 2020;

Balapour et al. 2020), online B2C relationships (Eastin et al. 2016), and various degrees of

engagement and desire to keep their information private (Boerman et al. 2021). In this paper,

we aim to build upon the identified concerns that Internet users may have regarding their

informational privacy, without disputing these factors.

The internet has become a fundamental part of modern society and its structures, in the way

of online services, digital work environments, and communication. It has led to the point that

the internet and the social events that take place there can be considered integrated parts of

peoples’ everyday lives (Berg, 2015. p.19). Along with the surge of Big Data, there is an

increasing need to properly address the concerns and issues that originate from large-scale

data collection by companies or organizations. These kinds of concerns are arguably nothing

new and are likely going to stay relevant as privacy is a fundamental part of individual rights

(Swedish Authority For Privacy Protection, 2023). Not only because of recently established

regulations such as GDPR (General Data Protection Regulation) but because the right to

privacy is under the protection of other regulations as well (ibid.).

The quantity of research done on these particular privacy concerns is already of a significant

amount and there are many well-established theories that researchers have adapted for

research in digital environments. Much of previous research also provides a solid foundation

of methods and tools that researchers can use to explore and analyze privacy concerns.

However, we find that many of them do not provide practical implications to properly address

these privacy concerns among Internet users. With that being said, this study tries to approach

these concerns with a critical perspective on the design of current interfaces and systems in
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modern web applications. Not to dispute earlier studies, which discuss the socio- or

psychological motivations behind user actions (Boerman et al. 2021; Xu et al. 2011), this

study tries to identify the structures and design choices that enable users to manage their

information on web applications. In other words, as a continuation of previous research on

this subject, we want to shift the focus from why to how.

1.1 Aim
The aim and purpose of this paper is to research how users understand and perceive their

security and privacy on web applications through their respective interfaces. More

specifically, we will examine user settings related to integrity, privacy, and security in terms

of how the application collects, uses, and distributes personal data. This research adopts a

critical approach to how these interfaces are designed. In this paper, we define design not only

by aesthetic features, but also by functionality, and what kinds of configurations the

individual is being given in these situations (e.g. affordances). Based on this, we further

analyze users' motivations and privacy protection behaviors on web applications. This is to

gain an understanding of what users do to protect their informational privacy, and why they

want to protect it. With the help of the protection motivation theory (PMT) and

communication privacy management (CPM), we hope to find insights into how users

understand and perceive their security and privacy settings through the interface of a web

application.

With this research, we further strive to open up a discussion about the importance of personal

integrity online and further promote an understanding among users of what data is being

collected, and why. By doing this, we aim to establish possible implications for design

regarding user interfaces in web applications. These implications could contribute to the

development of transparent and easily managed user settings when it comes to privacy or

integrity settings. Furthermore, we hope to contribute insights regarding how a critical stance

on privacy and integrity issues might help users approach these issues on the web.

1.2 Research questions
With the help of formulating research questions, our aim is to fulfill the purpose and goals of

this study, along with contributing further insights to the topic.
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● Is there a difference in how informational integrity, privacy, and security is perceived

by its users on installed versus browser-based web applications?

● What role does the web application’s interface have in allowing its users to configure

their informational privacy settings?

● In what way do interface designs nudge users into accepting permissions or disclosing

personal information?

2. Previous Research
For this study, we focused on finding and researching literature that discusses relevant

theories to computer ethics, informational privacy, privacy management, and concerns

regarding privacy or integrity on the internet. As it turned out, there has been a significant

amount of research done on the subject of privacy concerns throughout the last two decades.

It could be assumed that the increased amount of internet users has warranted higher efforts in

researching the possible effects of our increased presence on the web. In this section, we will

discuss some existing concepts which are commonly addressed in previous studies.

The Privacy Paradox (Eastin, et al. 2016; Taddicken, 2013) refers to the contradicting

behaviors of some users. The paradox shines a light on the fact that most people highly value

privacy and personal integrity online, yet they give away personal information in turn to

receive certain benefits, which often include personalized ads or marketing offers (Eastin, et

al. 2016, p.219). The interesting part of this paradox is the discussion about what the users are

willing to offer in terms of personal information, and for what type of benefits they will

receive in exchange. In this paper, we will not use this paradox as a theory or framework to

ground our research, but it will contribute to the discussion later on. The paradox created

many interesting questions in the early stages of our research which led us to examine other

factors as to why users would compromise their privacy in exchange for perceived benefits.

Two factors that Eastin et al. bring up in their article regarding why some users are more

willingly disclosing personal information are “inaccurate perceptions of vulnerability” or

possibly “a lack of understanding about the real value of their [users] personal information”

(2016, p.219). These statements are backed up by previous studies that suggest an awareness

amongst users that their data is being collected by companies. However, they do not fully

understand what purposes their data is being used for (ibid.). In the case of understanding
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security or privacy settings in web applications, this becomes especially important. One might

argue that it is not the responsibility of the application itself to educate its users about privacy

management. Instead, the responsibility is shifted to the individual to comprehend and

manage their information. This would make sense in many other day-to-day situations, such

as crossing a road without looking out for incoming traffic, to give an example. We argue

however in the scope of this study that there is a shared responsibility between all actors (in

this case, users and applications). However, for this shared responsibility to become clear to

everyone involved, they cannot just be assumed or function as unwritten rules. There needs to

be a clear and established “zone” of context in which users can “limit or restrict others from

accessing their personal information” (Himma & Tavani, 2008. p.144).

According to our current knowledge of the subject, the shared responsibility of privacy

management and what it means can significantly vary by situation (Himma & Tavani, 2008.

pp.159-160). First of all, transparency and permission requests regarding what data the

company wants to collect and for what purpose, is as explained by Himma and Tavani (2008,

p.143) required to respect the privacy of users. This implies a responsibility for the company

to inform and prevent users from disclosing any information without consent. Secondly, since

different web applications collect different types of data and record different types of

activities, the user in question is expected to choose what information they want to disclose

(Himma & Tavani, 2008. p.160). This requires a personal choice, which in turn suggests a

personal responsibility in the matter of having to deal with any consequences of making that

choice. While this is true to a certain extent, this situation would assume that all users can

make an informed and conscious decision.

Thus, shared responsibility in this context implies that each actor involved has some degree of

responsibility to ensure that the necessary information is being communicated and understood

correctly (Himma & Tavani, 2008. p.160). This could arguably go both ways - as the

application’s privacy settings need to be clear and comprehensible, the user in turn needs to

be honest and clear about what they want to consent to.
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3. Theory
In this section, we will introduce and describe existing theories and theoretical frameworks

which have been used in our analysis work of this study.

3.11 Important terms and concepts

The perspective from which we have approached this study is primarily from a

Human–computer interaction (HCI) standpoint. With this perspective, we analyze the visual

components of user interfaces as well as the technical functions that produce the

configuration of settings provided to the user. Seeing as HCI is an interdisciplinary science,

we have to consider what other perspectives might be important to acknowledge when

analyzing our data and choosing relevant literature. Therefore, we have also chosen to

approach this study from a socio-psychological standpoint in which we examine the user’s

privacy protection motivations, interpretations, and privacy concerns, to continue on

previously established research conducted on these specific subjects. As we will explain

further when presenting our theories, our chosen standpoint is closely linked to the theoretical

foundation of this study.

3.12 Explanation of terms used in this paper

(a) Online and offline in this paper refers to the presence and absence of the user on

examined web applications.

(b) Web applications in this particular study refer to any web-based applications. In this

study, web applications will be examined in two formats: installed web applications

on the device and web applications run through a web browser.

(c) When we refer to users, we refer to the users of examined web applications.

Another important note for this paper is the use of security and integrity. We want to note that

we will use these two words interchangeably, mainly for two reasons:

1. These two concepts can have very similar meanings, depending on the context.

2. Although technical definitions exist for both, their differences are not as easily

understood by the general public and are often used to express the same thing.

We will provide an explanation of context when either definition is used, as they vary by

situation. With that being said, the main context in which these definitions matter is privacy

(and in the context of this specific paper, we refer to informational privacy).
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3.2 Theories
From previous studies, we identified a couple of existing theories that would be appropriate

for our research questions. In this section, we will introduce them one by one and explain

their context of use or implementation.

3.21 Communication Privacy Management (CPM)

In the early stages of our research, we examined possible factors of why some users were

more willing to compromise their informational privacy. As mentioned earlier, the privacy

paradox explains that this occurs if there are perceived benefits or incentives that the user can

receive in exchange. This explains the phenomenon to a certain extent, but we believe that

this might be an oversimplified explanation. To identify possible factors, previous literature

led us to the theory of CPM. This theory occurs frequently in similar and recent studies

regarding security and privacy in mobile applications or e-commerce settings (Eastin et al.

2016.; Balapour et al. 2020.; Xu et al. 2011.). The CPM theory was initially used in

interpersonal (face-to-face) relationships to examine and describe motivations or processes of

thought when individuals make decisions to disclose information. However, as these recent

studies suggest, the increasing amount of communicative technologies and their integration

into our day-to-day lives makes CPM applicable to online contexts as well (Xu et al. 2011. p.

801). Additionally, as explained by Eastin et al (2016, p.216) the original classifications by

Petronio (2002), who more or less founded this theory, are not sufficient to fully encompass

the motivations behind a decision regarding online privacy. It is not a far stretch to assume

that with new technologies come new possible factors that might affect an individual’s

perception of perceived risks or benefits. CPM theory relies heavily on identifying the

boundaries individuals develop, which consist of privacy rules. These boundaries are not

static, and they can behave differently depending on contexts (Eastin et al. 2016. p.216),

which introduces us to an important but also interesting factor when conducting observations

or surveys. The question is: how can we capture and truly examine these boundaries when

examining an individual’s behavior or how they respond to our questions? If we manage to

identify these boundaries, we will be able to compare them and examine how they would

change in a different situation. As such, examining users’ behavior and thoughts with this

theory could potentially lead to many qualitative insights regarding decisions of informational

disclosure about demographics, environmental aspects, and possible psychological aspects.

However, the scope of this study and the limited amount of resources would make it difficult
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to capture all of these aspects and create any sort of productive conclusions. With that being

said, we will mainly focus on CPM theory in our analysis, but it might not be utilized to its

full potential.

3.22 Protection Motivation Theory (PMT)

Secondary to the CPM theory, we also want to include the Protection Motivation Theory

(PMT). As Boerman et al. (2021, p.955) describe in their article, most previous research bases

their theoretical foundation on the CPM theory, and these two theories utilize similar

perspectives. While CPM theory focuses on the individual’s management of their privacy

through communication, PMT theory focuses on one particular aspect of individual behavior

which we find is very important when discussing online privacy protection - the perceived

threat and perceived efficacy of responses against said threat (Boerman et al. 2021, p.955).

Protection Motivation Theory draws on a similar notion as CPM theory, that the individual is

exposed to some risks while using the internet. These risks can be perceived differently

depending on the individual’s values. PMT, as well as CPM, discusses to what extent

individuals are motivated to protect their information regarding perceived risks. In contrast to

CPM however, PMT discusses the individual's preventative measures and actions taken about

how efficient they perceive their actions to be (Boerman et al, 2021. p.957). As such, PMT

theory can help identify the reasoning for why some users engage in online protective

behaviors and why some do not. PMT theory also adds dimension to this, in which it

acknowledges that there might not be a perceived risk or threat at all (Boerman et al. 2021.

p.957). We find the inclusion of the Protection Motivation Theory pertinent to our study, as it

encompasses diverse factors influencing users' perceived control when interacting with

specific interfaces. Our exploration of this theory within user interfaces aims to uncover

affordances and signifiers that empower users and safeguard their online navigation

experience.

3.23 Internet Users’ Information Privacy Concerns (IUIPC)

Another theory used significantly in previous privacy research is Concerns for Information

Privacy (CFIP). The theory utilizes a multi-dimensional scale which consists of 15 items to

measure privacy concerns (Smith et al. 1996). Previous research shows that the theory has

been accurate in finding statistically significant correlations between privacy concerns and

behavior in (primarily) consumers (Smith et al. 1996; Degirmenci, K. 2020; Malhotra et al.
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2004). However, the CFIP theoretical model was mainly created to approach offline

consumer relationships and a traditional marketing setting (Malhotra et al. 2004. p.338).

Therefore, previous researchers have created some alternative models to approach online

settings more accurately. One alternative model we have decided to include for this study is

the IUIPC theoretical model, which was suggested by Malhotra, Kim, and Agarwal (2004,

p.338) to be used when researching online privacy concerns. In contrast to CFIP, IUIPC

consists of three dimensions and 10 items. These items are useful in survey research, as they

help to create relevant questions and topics for the survey itself and for analyzing the survey

results (Malhotra et al. 2004. p345, p.351). The dimensions described in IUIPC are (1)

Collection, (2) Control, and (3) Awareness. As for the items under each dimension, they vary

depending on the intended context and research question, so we tailored the suggested items

to our specific study. The items are listed below as follows:

Control:

(1) User online privacy is really a matter of users' right to exercise control and autonomy over

decisions about how their information is collected, used, and shared.

(2) User control of personal information lies at the heart of user privacy.

(3) I believe that informational privacy is invaded when control is lost or unwillingly reduced

as a result of my presence on the application.

Awareness (of Privacy Practices):

(1) Companies or organizations seeking information online should disclose the way the data

are collected, processed, and used.

(2) A good online privacy policy should have a clear and conspicuous disclosure.

(3) It is very important to me that I am aware and knowledgeable about how my personal

information will be used.

Collection:

(1) It bothers me when online companies ask me for personal information.

(2) When online companies ask me for personal information, I sometimes think twice before

providing it.

(3) It bothers me to give personal information to an extended amount of online companies.

(4) I'm concerned that online companies are collecting too much personal information about

me.
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In summary, all three theories are applicable to our research questions and topics as they are

suited for online settings, which include web-based applications. However, in the scope of

this paper, we have limited our analysis to the CPM theory with PMT as a secondary theory

to further discuss the implications of our findings. Additionally and lastly, the IUIPC theory

has mainly been implemented in the creation of our survey, along with the presentation of the

survey results. With this, we find that we have a solid theoretical foundation to base our

research on. In the Analysis section, we will further demonstrate how these theories are

relevant to our empirical findings.

4. Method
In our study, we adopt a comprehensive approach by using both quantitative and qualitative

data collection methods. Quantitative data is collected with the help of online surveys.

Qualitative data has been collected by conducting web-based observations using netnography

as a base of methods. By combining these datasets, we aim to gain a valuable understanding

of users by means of collecting and seeing correlations between measurable variables.

4.1 Surveys
The primary method we have used to gather data in this research is surveys. We have created

the survey using the online tool Survey Monkey (www.surveymonkey.com). We sent out the

survey on social channels like Facebook and Discord. We have also published the survey on

Reddit, a larger platform where we hoped to gather a larger sample to quantify the data.

As for the motivation behind using surveys as the primary method, we chose this approach

for several reasons. Firstly, respondents can answer the survey at any place and any time,

making it both time-efficient for the respondents and the research project (Bryman, 2011.

p.228). This is especially relevant in this study since we decided to use online surveys. The

secondary reason is that it gives us more time to analyze the data in sequences. This means

that we don’t have to be present when the respondents answer the surveys (Bryman, 2018.

p.286-288). This lack of presence brings us to our tertiary reason for choosing this method,

which is to avoid bias such as the social-desirability bias (Bryman, 2011. p.229). This bias is

mainly a concern when constructing interviews. While we acknowledge that this bias can

manifest in survey responses as well, the risk is much more prominent in interviews as they

do not offer the same anonymity as surveys. In interviews, we as interviewers would be able
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to know who responded to what questions and how they responded. In contrast to our survey,

we have no way of knowing who said what and so on. Lastly, using surveys instead of

interviews also eliminates the risk of questions being asked differently in different interviews

(Bryman, 2011. p.229). This, however, also creates a disadvantage where we can’t explain the

questions further if the respondents are unsure of how to answer the question (Bryman, 2018.

p.288). Despite these challenges, we still believe that using surveys as our primary research

method outweighs these limitations.

4.11 The design and content of the survey

As our sample could potentially include a large variety of people with varying backgrounds

and experience, we created the survey through a couple of criteria and principles to make it as

versatile as possible. To ensure that the questions in our survey resonate with all types of

users, we have adjusted the questions so they stay both relatable and professional.

Conventional survey design principles mentioned in Bryman’s book about methods (2011.

pp.228-258) can mostly be applied to paper-form surveys, in which some aspects do not apply

to the online web format. Therefore, we have adapted the principles we find appropriate for

our web-based format. For example, in a paper survey, the respondent can skip pages and

answer questions in any section of the survey (Bryman, 2011. p.230). This is not applicable in

our survey as one page needs to be finished to continue with the next questions, which could

be utilized as an advantage to maintain the relevance of the questions to the respondents. The

first section of the survey includes lighter questions that are mostly closed, such as frequency

and types of interaction on web applications. The following section contains visual examples

with some open answers. These require the respondent to explicitly express their thoughts,

opinions, or motivations. The visual examples comprise selected prompts, user settings, and

cookie permissions from two different types of web applications: installed applications on a

device, and applications run through the web browser.

In addition, we concluded that we couldn’t feasibly fit every possible category of attitudes

and behaviors in pre-determined answers. Therefore, we decided to leave the questions open

to avoid limiting the respondents' choices (Bryman, 2011. p.246) and avoid the possibility of

irritating the respondents with irrelevant categories (ibid.). To minimize survey fatigue, we

chose to not place all open questions at the end of the section as that would require the

respondent to answer all the weighty questions one after the other. In other words, the variety
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of the current order is meant to provide a cognitive rest for the respondent. The visual

example section of the survey includes some vignette-type questions (Bryman, 2011.

pp.257-258), where we illustrate a specific scenario or situation that the user (e.g. respondent)

might encounter while using web applications. We chose these types of questions to further

increase the personal relevance of the questions to make them easier to understand (Bryman,

2011. p.258). Additionally, to form relevant questions for the survey we utilized the suggested

items in the IUIPC model. These items are described in the Theory Section, and will also be

further explained in our analysis.

4.12 Advantages of using online surveys

To keep the dropout at a minimum, we have as suggested by Bryman (2018, pp.290-291)

included an introduction and explanation of the survey for the respondent to read. Along with

this, we have also explained the anonymity and the right to erasure for the respondents. An

advantage of using SurveyMonkey is that it provides accessible themes and layouts which

creates a professional look for the survey. Not only to ensure as many respondents as possible

complete the survey (ibid.) but also to save us time in the process of publishing the survey.

Another benefit of using an online survey tool is the ability for us to divide the questions into

different sections. This prevents tiring out the respondents with long and extensive pages, or

the thicker variant of paper forms (Bryman, 2018. p.297).

Perhaps the most useful advantage of using SurveyMonkey is the data visualization it

provides after responses have been collected, in which the tool automatically creates different

charts. Through these, the collected data and its variables are sectioned and, to some extent,

coded automatically which helps us in our analysis work. By using this tool, the risk of

misinterpreting the collected data can be minimized as it is computerized, which requires less

personal interpretation (Bryman, 2018. p.297). However, since we have many open questions

there are some limits to this automatic coding and as such, requires us to manually code and

categorize the data. For this, we have utilized PMT and CPM theory as a foundation to

categorize the data into relevant codes.

4.13 Using SurveyMonkey in a physical location

SurveyMonkey can provide a stationary variation of the surveys you create. This means that

you can set up a computer, tablet, or another device to act as a survey station. This was

something we wanted to try to gain more responses, as well as test its usability in research
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contexts. We set up a station near the entrance at Södertörn University, which consisted of a

tablet and keyboard, as well as a written sign and QR code for the survey’s web link.

Additionally, we edited some of the survey questions and options to better suit the context

(e.g. less open answers) without changing the question's purpose. We intended to be able to

provide support for those answering the survey, in case any questions or confusion would

arise. This survey station was up for about 4 hours, in which we only gathered two responses.

With that being said, it is unclear if this method is suited for this type of research project.

Further, the use and testing of this method would be required to imply the applicability of the

stationary mode.

4.14 Survey sample

In this study, we have made use of minor convenience samples. This means that we have sent

the survey to a range of people in our vicinity. This method of sampling has a high response

rate, however, it is arguable if this type of sampling can be generalized or representative for a

specific demographic group (Bryman, 2018. p.243-244). We mainly published the survey on

several social platforms, such as Facebook and Reddit. This was to reach a wider audience

and possibly collect interesting insights from respondents with substantially different

backgrounds and experiences on the Internet. Furthermore, we have also distributed the

survey link through personal contacts. The final demographics will be presented in the

Results section of this paper.

4.2 Netnography
Netnography is a methodological approach to how we can analyze the ethnography of the

internet. It was first established by Robert V. Kozinets in 1997 as an adaptation of

ethnography for the internet and how we can implement web-based research. As netnography

can be used to analyze, interpret and understand behaviors and interactions among users

online (Berg, 2015. p.10-11), we believed this method to be suitable for our research

questions.

The internet must be understood as a complex and changing environment with a set of

different technologies (Berg, 2015. p.25). In this case, we have used netnography to conduct

observations and collect data online about users' privacy protective behavior, and their

privacy concerns. As explained by Kozinets (2011), there already exists information and
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public data on the web, specifically in different online forums by users, that can be used in

netnographic research (p.83).

In order to use netnography in our research, a theoretical standpoint and perspective should be

used in conjunction with the method to gain a better insight and understanding of the

collected data (Berg, 2015. p.66). As such, our main theoretical models for this method were

drawn from CPM and PMT theory. Subsequently, the empirical data collected in accordance

with our theoretical frameworks creates a more coherent analysis and makes sure it stays in

line with our research question and perspectives (Berg, 2015. p.66). Throughout our research,

we have attempted to interpret the qualitative results in an iterative process, so that we can

present the results with transparency and minimized bias (Kozinets, 2011. p.91).

We have used Kozinets’ four categorizations of online users when conducting netnographical

research (2011, p.52): (1) newbies, (2) minglers, (3) devotees, and (4) insiders. We believe

these categorizations to be of value in our analysis work, as our research requires us to

examine different types of users. This is to determine if experience and engagement is a

contributing factor to privacy concerns.

(1) Newbies can be identified based on their low effort to contribute to the community as they

don’t have strong ties to the group itself and don’t post publicly very often.

(2) Minglers spend more time conversing and contributing to the online community compared

to newbies. They do participate in the community and engage in discussion with other users

but are not deeply committed or invested in its cause. This is due to not having a deep

connection to the majority of other users. They rather contribute for the purpose of having

company.

(3) Compared to the minglers' characteristics, devotees are much more committed and

engaged in the community. They tend to contribute regularly and show great enthusiasm for

the group. In addition, they tend to have a great understanding of the group in the community,

its users, and its culture (Kozinets, 2011. p.52-53). It could be perceived that these types of

users hold some sort of leadership in their communities, like moderators. As such, they are

usually respected in their communities as they are very knowledgeable and contribute a lot.

(4) Insiders, along with devotees, are also very knowledgeable. They have been a

fundamental part of the community for an extended period and are considered long-term

members. Insiders possess a deep understanding of the communities’ rules, history, and
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dynamics. As they have been a part of the community for a long time, they also have a strong

personal identity connected to it (Kozinets, 2011. p.53).

4.21 Observations

By using netnography as a methodological approach, we have conducted observations on

public online forums to gather data about users’ behavior, actions, and thoughts about privacy

and security online. We have decided to perform covert observations to observe the natural

circumstances and activities and interactions that occur on the web among users.. Our

observations have been documented with the help of an observational coding scheme (See

Appendix 1). As suggested by Kozinets, we have followed steps to help us determine which

platforms would be best suited for our research (2011, p.127). This is based on aspects such

as relevance to our topic, website features, and activity and interactions by users (ibid.). As

explained above, we have documented the type of users in our observational coding scheme

according to the four categories.

4.22 Observation sample

As for the observations conducted through our netnographical methods, the sample is still

intended to be a variety of Internet users with different backgrounds. As such, the main

platforms we decided to examine were forums such as Reddit. We will introduce the specific

websites in the Results section. It is worth noting that it proved to be challenging to find

specific forums where subjects like data and informational privacy are of focus as they can

appear as a topic on any kind of platform. As such, the platforms that we examined also

contain topics that are not relevant to this study. This was acknowledged early on and should

be considered by any researchers who want to use this method in future netnographical

studies.

4.3 Analytical method
The methods we are using for analyzing our dataset is a triangulation of correlation tables and

bivariate analysis, chi-square tests, and coding. Correlation tables have been used in similar

studies (Malhotra, Kim & Agarwal., 2004; Boerman et al., 2018; Balapour et al., 2020) and

so we believed it to be a relevant method to use. The coding techniques we will be using for

our analysis are mainly based on the IUIPC items and dimensions. Secondly, we also have

CPM and PMT theory in which different privacy concerns are described. Each of these
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methods serves its own purpose, and we have chosen to make use of these specific methods

based on the type of data we want to collect. We will explain further how these methods are

used in our research in the Analysis section of this paper.

5. Results
Our research methods resulted in a total of 64 survey respondents, as well as seven separate

observations. To present our findings we will summarize the results from each method in

separate sections.

5.1 Survey Results
In the following section, we will present the survey results answered by respondents. This

includes both the online survey and the stationary survey we held at our university.

5.11 Overview

Generally, throughout the surveys, there were some common comprehensions and

explanations given by the respondents. Recurring themes were identified, which suggests a

discernible trend regarding what the respondents perceive as important in terms of

informational privacy. Additionally, the results also suggest trends in terms of how a user

interface is interpreted and understood by the user (respondent) as well as how this affects

their activity on the web application.

Despite the many open-answer questions, we did not have a large portion of dropouts in

relation to those who completed the survey. For example, in the online survey, there were 62

respondents in total. 100% of these respondents answered the first page of the survey which

included demographic and activity questions. After the first page, there is a significant

dropout (17 respondents). The cause of this is unknown. However, out of those who

completed the survey (45 respondents) the completion rate of the second page with the most

open answers was 100%. Only on the final page with optional questions did we find that

some open-answered questions were skipped, which leaves us with a completion rate of

between 64-82% and 91% for the closed question.
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5.12 Demographic and Activity

Table 1. Respondent demographics

Demographic Variables Category Frequency (Percent)

Age 18-24
25-30
31-40
41-50
51-60
61-70
71+

12 (19.35%)
15 (24.19%)
18 (29.03%)
8 (12.90%)
7 (11.29%)
1 (1.61%)
1 (1.61%)

Education Grade school
High School
University
Vocational Education
Other

1 (1.61%)
18 (29.03%)
30 (48.39%)
10 (16.12%)
3 (4.84%)

Devices to access the web
(multiple choices permitted)

Smartphone
Computer
Tablet

58 (93.55%)
52 (83.87%)
4 (6.45%)

Frequency of accessing the web Multiple times per day
Once per day

60 (96.77%)
2 (3.23%)

Purpose for accessing the web Entertainment
Education
Work
Shopping
Communication
Finance services
Health services
Other

59 (95.16%)
41 (66.13%)
32 (51.61%)
29 (46.77%)
28 (45.16%)
12 (19.35%)
8 (12.90%)
4 (6.45%)

below FIGURE 5.1
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The most common platforms on which the respondents spend the majority of their time are

shown in the word cloud above (figure 5.1). The largest names in the cloud are mentioned

with a high frequency among the respondents, while the smaller names are less frequent.

5.13 Privacy concerns in web application users

Many of the privacy concerns we mentioned in our survey were confirmed to be of relevance

by the respondents throughout their responses. These privacy concerns were:

● Collection of personal data (33%)

● Unauthorized use of personal data (24%)

● Sold personal data (71%)

● Unauthorized access to data (44%)

● Ambiguous or unclear options in privacy settings (62%)

(The percentages shown are non accumulative as one respondent could express concerns regarding

more than one type.)

FIGURE 5.2

In terms of privacy concerns, respondents were asked to rate what kind of information they

were the least or the most concerned about if it were to be accessed by an unauthorized party.

The results are shown above in figure 5.2.
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We also discovered some additional concerns mentioned by respondents in the open-answer

questions.

● Surveillance (user activity)

● Lack of control or choice regarding informational privacy

● Fear of intentional malicious design practices to manipulate user actions

The last point of concern provides one answer to the question of how interface designs

possibly nudge users into disclosing personal information on the application. While this

concern was less commonly mentioned, it is an interesting find in terms of our research. In

our survey, we made no direct mention of nudging or manipulative design practices. Despite

this, mentions of nudging and manipulative designs occurred on several questions throughout

the survey.

5.14 Privacy Concerns in relation to the application’s user interface

An application’s user interface is composed of varying elements, some applications might

require more options than others depending on the functionality and purpose of the

application. In this study we chose to incorporate examples from two different types of web

applications - (1) installed applications, and (2) applications accessed through a web browser.

Some of the examples in the survey were Spotify (browser version), Adobe Behance,

Duolingo, and a blog website. According to our results, these were the interface elements

mentioned that affected the respondents’ level of trust in some way:

In installed applications, the most commonly mentioned elements were:

● Insufficient or irrelevant settings (84%)

● Vague or unclear definitions of options (24%)

● Lack of information about data collection or usage (40%)

(The percentages shown are non accumulative as one respondent could express concerns regarding

more than one type.)

In applications accessed through a web browser, there were significantly more types of

concerns mentioned, and as such, a larger variety of elements:

● Icons in the web browser indicating security, protection, or encryption, such as a key

or a padlock.

● Large pop-up windows or prompts regarding cookies or privacy settings
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● The name or address of the web application as an identifier

● Warnings issued by the browser itself when visiting an unsecure website

Other factors mentioned which helped the respondents assess their level of security on web

applications were:

● The social status or hierarchy of the web application’s owner, like a governmental

authority or a well-established platform. (17%)

● Social input, and reviews from other people on third-party websites like TrustPilot.

(8%)

● Transparency about data collection and purposes of use. (15%)

● The activity of the web application, such as spam or intrusive prompts. (11%)

● Website certificates such as SSL, or other methods of encryption. (22%)

5.2 Observation results
We conducted observations on two different platforms which are public discussion-forum

websites: Reddit and Familjeliv. We have documented our observations with the help of a

coding scheme (see Appendix 1). The threads we observed were initially posted between

2017 to 2023. The discussions on these threads are as of now inactive but remain open for the

public to read, with some still being open for users to add comments and replies to. We have

conducted seven observations in total. The final results are summarized in the table below.

5.21 Internet Users Information Privacy Concerns - An overview FIGURE 5.3

DIMS Items Frequency Strength* Concern Solutions

Control: (1) ACC 0.71 2.5 User autonomy Non-disclosure privacy
measures

(2) CTRL 1.0 2.42 Difficulty interpreting
privacy settings

External help from other
users

(3) INV 0.86 2.83 Monitored presence
on applications

Configure visibility through
privacy settings

Awareness: (4) DISC 0.28 3 Insecurity towards
company’s privacy
practices

Refraining from using the
application, or use in
isolated environments

(5) POP 0.28 3 Risk of Surveillance Faking personal
information

(6) AWAR 0.43 3 Access of personal Prevent tracking through
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information several security measures

Collection: (7) COMP 0.43 2 Involuntary usage of
application

Finding alternative
applications

(8) CRIT 0.57 2.75 Seeking advice or
help with settings

External help from other
users

(9) EXTN 0.14 3 Removing accounts as
security measure

Disable activity status,
avoiding disclosure

(10) CONC 0.57 2.25 Inexperience,
involuntary usage

Avoid platform, use general
precautions for the web

ACC = access and distribution of user information, CTRL = user control of personal information, INV = invasion of

informational privacy when control is lost, DISC = disclosures of data collection by companies, POP = online privacy

policies should be clear, AWAR = awareness of how information is or will be used, COMP = companies asking for personal

information is bothersome, CRIT = critical thinking towards disclosing personal information, EXTN = providing personal

information to multiple companies is bothersome, CONC = concerns of extensive collection of personal information

*calculated by the mean average, on a scale of 1-3. 1 being the least concerned, 3 being the most concerned

5.22 Findings regarding privacy concerns and privacy management

In total, five observations were conducted on the social platform Reddit which currently

exists both as a website and as an installed application on mobile devices. Additionally, we

conducted two observations on the platform Familjeliv. When conducting these observations,

we were mainly examining privacy concerns in different users. Additionally, we wanted to

explore possible solutions or methods these users utilized to either prevent or confront these

concerns. As such, our findings suggest these methods of privacy protection:

Control Awareness Collection

Not disclosing private information Request data packages Configure data collection settings

Two-factor authentication Avoid using the application Never using their real personal
information

Disable marketing and ad settings Open application in isolated
environments

Disable cookies and remove
browser history

Request erasure of data Ask other users about application Deleting account

The observations’ discussions extended to Instagram and Discord, with users discussing

privacy and safety on respective platforms.
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Instagram:

● The thread on Instagram focused on using the platform safely in terms of

privacy.

● Contributors included a devotee, a newbie, and minglers, each providing

unique insights on privacy-related practices.

Discord Privacy Concerns:

● Discussed on Reddit, Discord raised concerns about safety settings and

potential tracking.

● Advice was sought on the best safety settings for account creation, specifically

expressing worry about being tracked and unauthorized reading of private

messages.

● Minglers, predominantly, provided generic solutions while conveying a serious

attitude toward the topic, highlighting the importance users placed on

safeguarding their privacy on Discord.

6. Analysis
In this section, we will first introduce the analysis methods we have made use of to analyze

and gain a deeper and more nuanced understanding of the results. We will thereafter present

our analysis of the results.

6.1 Analysis methods
As previously stated in our methods of this research, we have made use of a triangulated set

of methods. These include chi-square tests, correlation tables, and bivariate analysis to

analyze the results from the surveys and observations. By triangulating methods, we hope to

be able to increase the reliability and validity of our findings. Conducting chi-square tests in

our analysis will help us determine if there is a significance in the associations between two

categorized variables (Bryman, 2011. p.335). This statistical test will help us determine if

variables are independent of each other, or if there is a significant relationship between the

categorized data (Bryman, 2011. p.355). Additionally, correlation tables can offer a bivariate

analysis to gain further insight into if there are any relations between two, or more, variables

through a statistical connection and relation (Bryman, 2011. p.326). This approach enables us

to assess the strength and direction of a linear relationship between two continuous variables

(Bryman, 2018. p.149; p.416-417).
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These methods will also be used for datasets of a more qualitative nature, to provide a

comprehensive understanding of the research (Lofland et al. 2006. p.200-201). To do so, we

have utilized SPSS’s automatic recode as well as manually coded the data into numerical

values.

6.2 User coding and user-related factors
To better understand the context in which privacy concerns take place, user-related factors are

coded into Concern and Comprehension. These codes are primarily based on discussions

around CPM theory. More specifically: Balapours et al. (2020. p.9) discussion regarding how

different amounts of experience and understanding in users significantly affect their perceived

security on mobile applications. As such, each factor has a positive and negative variant: (1)

Concerned User and Unconcerned User, (2) Comprehends and Does Not Comprehend. These

factors will be used for our chi-square tests.

6.3 Chi-square tests
The following contingency tables are the results from the survey. Each hypothesis is

supported by our research questions, however worded differently.

The Significance Level (α) is set to 0.05 for this analysis.

H1 - There is a correlation between those who express significant levels of privacy concerns

and understanding privacy settings.

Comprehends Does not comprehend Total

HIGH 33 1 34

LOW 3 8 11

Total 36 9 45
HIGH = high level of concern, LOW = low level of concern FIGURE 6.31

(df) = 1 x2= 25.28
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H2 - There is a difference in how users perceive their informational privacy and how it is

managed on different types of web applications.

Able to manage settings Not able to manage settings Total

INSTALLED 21 24 45

BROWSER 36 9 45

Total 57 33 90
INSTALLED = installed web application (both desktop and mobile), BROWSER = web applications run through a web

browser FIGURE 6.32

(df) = 1 x2= 10.74

H3 - Users who do not value their informational privacy as much are less likely to understand

privacy policies and settings.

Comprehends Does not comprehend Total

UNCO 19 5 24

CONC 12 9 21

Total 31 14 45
UNCO =unconcerned users, CONC = concerned users FIGURE 6.33

(df) = 1 x2= 2.523

From our chi-square tests, only H1 and H2 rejected the true null hypothesis. The significance

level (α) was set to 0.05, and all tables contained a (df) of 1. In accordance with the

chi-square distribution table (see Appendix 3), this leaves us with a critical value of 3.841. To

suggest that there is a correlation between the variables stated in the tables, our chi-square

statistic (x2) needed to be above the critical value. Therefore, according to our analysis result,

we can confirm:

H1 - A correlation between those who express significant levels of privacy concerns and

understanding privacy settings.

H2 - There is a difference in how users perceive their informational privacy and how it is

managed on different types of web applications.

Lastly, H3 did not reject the true null hypothesis so we cannot confirm that H3 is correct.
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6.4 Correlations - survey
To find relevant or significant correlations or patterns in our collected survey data, we utilized

Pearson correlations to visualize related variables (Bryman, 2011. pp.326-327). As such, a

bivariate analysis was used to create the tables. The dependent variables were experience,

comprehension, and levels of concern. The final table is shown in Figure 6.41. A more

extensive table can be found in Appendix 4, which explains the comprehension levels of each

question in the survey.

FIGURE 6.41

The correlation between "Level of Concern" and "Experience" is very low (r = 0.011), and
the p-value is not significant (p = 0.943). Therefore, there is no statistically significant
correlation between these two variables.
The correlation between "Level of Concern" and "Comprehension" is again low (r = 0.127),

and the p-value is not significant (p = 0.404). There is no statistically significant correlation

between these two variables either.

The correlation between "Experience" and "Comprehension" is moderate to strong (r =

0.492), and the p-value is highly significant (p < 0.001). This suggests a statistically

significant positive correlation between these two variables. The correlation coefficient of

0.492 suggests a positive linear relationship: as one variable increases, the other tends to

increase.
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6.5 Correlations - observations
In terms of how different types of users handle these discussions, we thought to examine if

there was a pattern between the level of privacy concerns expressed and their level of

engagement on the web application. User types were categorized according to the types of

online users, as described earlier in this paper (Kozinets, 2011, p.52).

FIGURE 6.51

Our findings could not prove any correlation between user type and different types of privacy

concerns.

User Type ←→ Non consensual collection and use is negative: (r = −0.487), but the p-value

is not significant (p = 0.257). Therefore, no correlation exists.

User Type ←→ Lack of control is negative (r = −0.786), but the p-value is not significant (p

= 0.107). No correlation exists here either.

User Type ←→ Excessive collection is negative (r = −0.680), but the p-value is not

significant (p = 0.160). No correlation was found between these two variables.
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6.6 Identified patterns and trends
There are several interesting occurrences and trends that we identified through our analysis of

the survey results. However, they could not prove to be statistically significant through our

analysis. With that being said, these trends could be of interest for further research as our

sample is too small to accurately describe their significance.

(a) Out of the 45 respondents who completed the entire survey, none preferred the cookie

permission “accept all, or customize”. The majority (approx. 60%) wanted both

options of accepting or rejecting all cookies.

(b) A high level of expressed concern regarding leaked personal information can be found

in all age groups.

(i) Those who expressed these concerns also expressed high levels of concern for

leaked financial information.

(ii) Approximately 80% of this group has a higher level of comprehension of

settings and privacy risks.

(c) The most common response to what makes a web application secure, is “You can

never be sure”.

7. Discussion
As stated earlier in this paper, security, and integrity can be seen as two different topics due to

their different definitional meanings. The further we analyze different aspects of privacy

concerns on web applications, the more intertwined these topics seem to become. As our

findings suggest, some privacy concerns are not solely based on the web application itself and

its management of personal information. Concerns regarding external parties could arguably

be outside of our scope in this particular study, but it’s a factor nonetheless that needs to be

included when discussing privacy concerns in these contexts.

For example, an external influence on privacy concerns could be a cyber attack. Cyber attacks

are related to cyber security, because in order to analyze how the attack happened, we need to

look at the infrastructure of the system and how it was breached. The other side of the

analysis is why the attack happened. Was it to gather information or to sabotage the system

itself? In these cases, information would either be accessed without permission, or the

information could be damaged or corrupt. Nonconsensual access to personal information is a

part of personal integrity, because of the individual values that keep us from disclosing
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private information (Boerman et al, 2018. p.955). For example, cloud storage is one potential

target in cyber attacks. As we could store our personal pictures, notes, or contacts in the

cloud, we are arguably always at risk for these items being accessed. If a cyber attack then

resulted in these items being destroyed or “lost”, this would still be considered a concern

regarding informational integrity as it’s connected to who has access to our data - not

necessarily what the data is being used for. As such, whether or not such a case is a security

concern, privacy concern, or integrity concern is not so easily answered.

The IUIPC theory was instrumental in revealing the frequency and severity of privacy

concerns. Notably, under the dimension of control, user control of personal information

emerged as the most frequent concern in our table. Users experienced difficulties with

interpreting privacy settings and often sought external help. Despite being the most frequent,

this concern was not the most severe (2.42). The second most frequent concern, the invasion

of informational privacy when control is lost implied a strength of 2.83. This concern was

described as a monitored presence on applications, and addressing this concern implies a

user’s responsibility to configure visibility and disclosed information through privacy

settings. As discussed earlier, communication requires a shared responsibility between the

application and the user. This finding highlights the importance of creating accessible options

in user settings.

Comparisons between Familjeliv and Reddit uncovered nuanced differences but highlighted

shared frustrations about online privacy and safety. Minglers and newbies, with a few

devotees, expressed varying trust levels in platforms. As such, our observations can confirm

that privacy concerns related to privacy settings are of importance on these web applications.

It could also be suggested, along with our survey results, that mixed degrees of understanding

can occur on any web application. However, it is difficult to point out exactly why one user

does not find something in their settings, or why they might not understand what it means.

Unless stated otherwise, we do not know if the user has any sort of visual or cognitive

impairment, or if they are using a device that may affect their perception. Furthermore, we

cannot confirm whether or not the users in these observations are referring to the installed

application of Facebook, or if it is accessed within a browser.
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7.1 Ethical aspects
Challenges related to ethical aspects of using netnography in research should be regarded.

One aspect that is suggested to reflect upon is the user's participation in the research. It is

important to make sure that the user's voluntary participation is stated, and that they are

informed about their consent. Along with this, we also need to make sure that their

confidentiality is guaranteed. Another aspect that goes hand in hand with the user's

participation is our presence whilst observing (Berg, 2015. p.126-127). As we can not fully

guarantee knowledge of our presence whilst observing online, we have made sure to retain all

personal information about users and only stick to observing open, and public,

communications on the web. It is suggested that an entrée and introduction from us as

researchers are done to further observe users in web-based research using netnography. This

is to announce our presence whilst conducting the observations on the chosen platform to its

users. However, Kozinets (2011) explains that this type of research can also be done in a way

that is not announced to the users being observed and is therefore not intrusive (p.83). As we

do not strive to contribute or be a part of the observations whilst the interactions are taking

place online in different forums for example, we are instead observing interactions and

communication that has already taken place online.

As web-based research can intend sensitive and personal information about users, it is

important that ethical considerations, and possible challenges, are taken into account. In

Scandinavia and other regions in Europe, there are legal standards that need to be kept where

fundamental rights related to one's “dignity, freedom, autonomy, solidarity, equality,

democracy and trust” are considered high values. These values are kept at a high standard as

they are also heavily connected and regulated by GDPR laws (General Data Protection

Regulation) (AoIR, 2019. p.5).

7.2 Validity and statistical relevance
Ecological validity can be up for discussion when it comes to collecting data that can not be

guaranteed to be generalizable or representative by using surveys as a means of collecting

data. Bryman argues that one should question if the results of a study can be adapted and

placeable to people's everyday social environments and settings (2018, p.74). The data we

collected could technically be correct in regards to the people that have been included in our

research, but not necessarily adaptable to the rest of the population. Especially since all
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survey participants were from Sweden, and no data was collected to measure ethnic

participation. In regards to the ecological validity of our research, the unnatural setting of

answering questions in a survey could therefore perhaps limit the validity of our collected

data (ibid.). We do acknowledge however that a larger set of respondents would also prevent

certain limitations, but for the scope and time frame of this paper, a larger dataset would not

be manageable.

8. Conclusions

In this study, we aimed to gain insights into how users understand and perceive their privacy

and security on web applications. We have focused on how the design of interfaces on web

applications affects users’ ability to make individual choices in regard to their informational

privacy. By utilizing surveys and netnographical observations, we have analyzed our results

through quantitative analysis methods such as bivariate analysis, correlation tables, and

chi-square tests.

8.1 Main findings
As suggested by our correlation tables containing the survey data, there is no significant

correlation between the level of concern and experience or comprehension. This point proves

that individuals may experience significant privacy concerns irrespective of their internet

proficiency or understanding of privacy settings.

We did however discover a significant positive correlation between users’ experience of using

web applications and their comprehension levels of privacy settings. This would suggest that

the more experience a user has, the better they understand privacy settings or privacy policies.

The observations we conducted also provided us with some insight into what protective or

preventative measures were taken by users who were concerned about their information being

collected. As our findings confirmed through our analysis, there was no correlation between

user types and the type of privacy concerns they encounter. However, we did find some

interesting viewpoints and perspectives from online users through our observations. In

summary, users on Reddit engage in discussions about privacy and safety. The diversity of

contributors, including devotees, newbies, and minglers, suggests a broad user base with

varying levels of expertise and experiences in addressing privacy concerns on different
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platforms. These observations underscore the universal importance placed on privacy across

various online platforms.

We can also conclude that users on platforms like Reddit and Familjeliv express a collective

desire to enhance their online privacy settings, with shared frustrations regarding the

navigational complexities of Facebook and Google. This suggests a universal need for

user-friendly interfaces and increased transparency in platform settings. Another notable trend

for potential exploration in future research is the recurrence of specific web applications. The

platforms that surfaced most frequently in the word cloud from our survey findings align with

those commonly raised in our observations regarding privacy concerns.

● Is there a difference in how informational integrity, privacy, and security is perceived

by its users on installed versus browser-based web applications?

Our survey and observational results indicate a noteworthy correlation between users'

perceptions of their informational privacy and the design of web application interfaces.

Respondents, when asked about what defines a secure web application, commonly expressed

skepticism about achieving complete safety on the internet, particularly on websites. This

suggests a perceived lack of control over maintaining informational integrity, possibly

attributed to issues like transparency and security breaches. Moreover, privacy concerns

expressed in this study seem to stem from external influences rather than users' actions.

Due to this fact, we cannot say for certain whether or not this concern would differ between

web applications as the threat is not directly related to the application itself. What we can

conclude from our study, however, is that there is an appreciation for transparency and

non-ambiguous settings regardless of the type of web application. Any indications of

encrypted connections or data signaled through visual representations, are an indication of

reduced concerns regarding informational privacy. To further research users' privacy concerns

and protective measures, it will be essential to analyze the risks and factors that elevate the

risk of external interference or unauthorized access to information. That is to say, if websites

were more vulnerable to cyber attacks or data leaks, that would signify increased concerns

regarding web applications in browsers. The findings of this study could not prove this

theory, however.
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● What role does the web application’s interface have in allowing its users to configure

their informational privacy settings?

The web application's interface is posited as the source of affordances for users to manage

their information and privacy. Control over informational privacy is constrained by the

interface's design, despite the potential for more extensive technical functionality. The

ensuing consequences of limited control vary; users may seek assistance from the

application's support team or other users, take an uncertain approach, or, as highlighted in our

survey, resort to more drastic measures. If users perceive a lack of control over their

informational privacy, they might opt to cease using the application altogether or provide

false information, thereby populating the application's database with inaccurate data.

However, when presented with clear permission requests and comprehensive privacy settings,

respondents demonstrated a willingness to adopt privacy protective measures.

● In what way do interface designs nudge users into accepting permissions or disclosing

personal information?

Our survey findings support the notion that certain aspects of an application's interface design

influence users to grant permissions or divulge personal information. One specific design

practice highlighted by a respondent pertains to the presentation of cookie permissions. The

deliberate inclusion of an "accept all cookies" option with a single click, alongside a

"customize" option that requires more time to read through permissions, was noted.

According to our results, this design choice is deemed inconvenient by a majority of web

application users, leading them to opt for the quickest option to make the prompt disappear.

This inconvenience should not be utilized by companies seeking to collect more user data, as

the practice is arguably dishonest.

8.2 Implications for design
As a conclusion of our findings in terms of how user interfaces can be designed more

responsibly in web applications: there are certain elements that users look for in web

applications to determine if the website is reliable security-wise. These elements are as

previously described:
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1. Popular or high-end, professional websites

2. The address contains HTTPS

3. Lock Pad or key icons

Other elements we found which affected the comprehension levels of users positively were:

(a) A singular privacy setting isn't sufficient, yet a longer, detailed list may overwhelm

users. Our research suggests the importance of maintaining a balance - offering an

adequate number of privacy settings while ensuring transparency about the intentions

and purposes behind data collection.

(b) None of the respondents wanted to be offered the option of “accept all cookies”

without an option to “reject all cookies”. This is perhaps the most important finding in

terms of “nudging” as it points to a nonconsensual disclosure of private information.

Interface designs should therefore not exclude options from the user as to deliberately

influence their choices.

8.3 Final reflection
Throughout this research project, we have managed to gather a large set of empirical data

through our chosen methods. We managed to answer our research questions and hopefully

managed to contribute with new knowledge on the topic of informational privacy.

While our chosen methods proved valuable for our specific research objectives, a reflective

analysis acknowledges limitations within the scope and timeframe of this study. Future

research might enhance empirical data collection by prioritizing surveys for broader data

samples. This approach could enhance both ecological and representative validity. It's

important to note that this doesn't diminish the suitability of netnography for our research

questions; rather, qualitative methods like observations demand more time and analysis than

we hoped to afford.

With that being said, the topic of privacy and privacy management, as well as security and

integrity, will presumably continue to be of high importance. The purpose and aim of this

study still hold as a continuation of previous research and do not disprove earlier conclusions

regarding privacy concerns. We, as researchers, hope to contribute to the discussion with this

paper and possibly new knowledge to be used in future design projects.
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Appendixes
1. Observation scheme

Online Social Network Observation Schedule: Privacy, Integrity, and Digital
Security Discussions

Objective: To analyze netizens' attitudes, behaviors, relationships, intentions, and
discourse regarding privacy, integrity, and digital security on online social networks.

The online space

Platform:

Keywords or hashtags
commonly used:

Open/Private: Active/Inactive:

User profiles

Access Public profile Private profile

Frequency of posts
or interactions

Type of user

Ages (if applicable)

Interactions

Attitudes and opinions

Date By User Description

Expressions of concern

Expressions of
indi�erence

Mention of recent event or
related incident

Behaviors and User interactions
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Sharing personal info

Use of privacy settings

Overall engagement

Agreement/Disagreement
s

Responses to others’ posts

Sharing of tips/advice on
maintaining digital
security

Any stories or anecdotes
related to privacy
breaches

Language and tone

Tone of discussion

Terminology, use of
specific language?

Relation to the platform

Level of trust in the
current platforms privacy
features

Complaints or praises
towards the platform’s
handling of user data

Intentions and actions

Any initiatives towards
enhancing digital security
practices

Participation in any
campaign or movement
related to privacy

Perceived Threats

Identification of specific
threats to privacy

Discussions about
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evolving online threats

Use of Multimedia

Are images, videos or
infographics used in
discussions?

Other content shared
related to privacy and
digital security

Emerging Trends

New topics or concerns
gaining traction

Any significant shifts in
sentiment or public
opinion

Awareness, critical thinking and ethical considerations

Use of trust-worthy
sources in sharing of
information

Use of questionable
sources without credibility

Ethical implications
discussed of online actions

Platform’s responsibility in
ensuring user privacy

Perceived personal
responsibility in their own
actions regarding privacy

Key findings and observations:

Any identified patterns, trends, areas of particular interest for further exploration
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2. Visual Examples Survey



















3. Chi square distribution table

4. Correlation table: Concern-Experience-Comprehension
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